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Introduction
● Motivation:

○ Sentiment Analysis for cyberbullying detection systems suffer from robustness issues

● Dataset:
○ hatespeech-twitter dataset: ~4.3k examples (63% Normal and 37% Cyberbullying)

● Our Approach: 
○ twitter-roBERTa-base-sentiment-latest model
○ Attention-Weighted Integrated Gradients

■ Leverage Integrated Gradients completeness property
■ Re-weight Integrated Gradients attributions using aspect-target token self-attention



Attention Weighted Integrated Gradients
● Neutralize usernames

● Attention Weights
●
●
●

● Attributions via Integrated Gradients

● AWIG Score

● Cyberbullying if Score <=0



Robustness Analysis
● Perturbation Attacks

○ TextFooler: Replace important words with synonyms
○ BertAttack: Replace important words with those suggested by pre-trained BERT model
○ DeepWordBug: Mis-spell important words

● Camouflage Attacks
○ Prepend and append sentences of opposing sentiment to sentence with aspect-target



Fairness Analysis
● Protected Attributes

○ Race: African-American English and White-Aligned English
○ Sex: Female and Male
○ Political leaning: Republican and Democrat

● Twitter Usernames
○ Do not want Twitter usernames (can represent protected attributes) to impact model outputs
○ AWIG uses an Integrated Gradients baseline to give usernames an attribution of 0



Q&A
Code: https://github.com/sharanramjee/cyberbullying-awig


